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1. Introduction 

ASPEN Database tables are organised by the following main funtional groups: 
 

▪ AR – Application Registration 
▪ DC – Data Collection 
▪ ED - Eligibility 
▪ BI – Benefit Issuance 
▪ BV – Benefit Recovery 
▪ CO - Correspondence 
▪ MO – Manage Office 
▪ CV - Conversion 
▪ IN - Interfaces 
▪ AL - Alerts 
▪ IN - Security 
▪ AL - Framework 

 

2. Table Types 

All the ASPEN Database tables can be divided into into the following three table types 

 

2.1 Type 0 – Partial Audit History 

This table group consists of one physical table, having primary key, columns that may have foreign key 
relationships, and data. Logical insert, update and deletes equate to their physical counterpart exactly. 
 
Columns reserved for business audit trail document the date, time and user of any database physical 
event on business tables. Each type of event has two columns associated: one for the date-time stamp; 
and, the other for the user ID. There are three types of events: creation of the row (CREATE_DT, 
CREATE_USER_ID), update to the row (UPDATE_DT, UPDATE_USER_ID) (in-place updates are 
allowed only for special cases in Type 2 effective tables as described above), and movement of the row 
from effective to audit table (AUDIT_DATE, AUDIT_USER_ID).  All audit column date-time stamps are 
populated from the database time. The user ID must be supplied by the application at the time of the 
event. This will be passed in as part of the SQL along with the command to populate the date-time using 
SYSDATE. 
 
Mandatory Columns: 
 

 
 
Example: 
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CASE_NUM EDG_NUM PAYMENT_BEGIN_DT PAYMENT_END_DT BENEFIT_AMOUNT PROCESS_SW UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID UPDATE_DT UPDATE_USER_ID

100004345 2003230 5/1/2011 5/30/2011 100 N 15 2/7/2012 user01

CASE_NUM EDG_NUM PAYMENT_BEGIN_DT PAYMENT_END_DT BENEFIT_AMOUNT PROCESS_SW UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID UPDATE_DT UPDATE_USER_ID

100004345 2003230 5/1/2011 5/30/2011 150 N 20 2/7/2012 user01 2/8/2012 suec

CASE_NUM EDG_NUM PAYMENT_BEGIN_DT PAYMENT_END_DT BENEFIT_AMOUNT PROCESS_SW UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID UPDATE_DT UPDATE_USER_ID

100004345 2003230 5/1/2011 5/30/2011 150 Y 35 2/7/2012 user01 2/9/2012 gsecadmin

CASE_NUM EDG_NUM PAYMENT_BEGIN_DT PAYMENT_END_DT BENEFIT_AMOUNT PROCESS_SW UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID UPDATE_DT UPDATE_USER_ID

Record Deleted

BI_ISSUANCE_TRIGGER - LIVE Table

BI_ISSUANCE_TRIGGER - LIVE Table

BI_ISSUANCE_TRIGGER - LIVE Table

INSERT Operation

UPDATE Operation # 1

UPDATE Operation # 2

DELETE Operation
BI_ISSUANCE_TRIGGER - LIVE Table

 
 

2.2 Type 1 – Audit History 

This table group consists of two physical tables. The effective table has primary key, columns that may 
have foreign key relationships, and data. The audit table (suffix _A) has all the columns of the effective 
table.  The audit table has two additional audit columns described below. These columns will be 
populated whenever a row gets inserted into the audit table.  Although the audit table has the columns of 
primary key and foreign keys, no foreign key constraints exist, including to the effective table. Therefore, 
an audit table does not have referential integrity with any other table.  
 
A logical insert results in a physical insert into the effective table. However, logical updates and deletes 
always result in the current effective row inserting into the audit table. In the case of logical updates, a 
physical update occurs on the effective data row, while a logical delete results in a physical delete of the 
effective row, either following the audit table insert. This preserves an audit trail of state changes in the 
effective data. 
 
Mandatory Columns: 
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Example: 
 

CASE_NUM HOMELESS_SW LANGUAGE_CD UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID ARCHIVE_DT HISTORY_SEQ

100004345 Y EN 15 2/1/2012 user01 12/31/2099 333

CASE_NUM HOMELESS_SW LANGUAGE_CD UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID ARCHIVE_DT HISTORY_SEQ AUDIT_DT AUDIT_USER_ID

CASE_NUM HOMELESS_SW LANGUAGE_CD UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID ARCHIVE_DT HISTORY_SEQ

100004345 Y SP 31 2/6/2012 gsecadmin 12/31/2099 365

CASE_NUM HOMELESS_SW LANGUAGE_CD UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID ARCHIVE_DT HISTORY_SEQ AUDIT_DT AUDIT_USER_ID

100004345 Y EN 15 2/1/2012 user01 12/31/2099 333 2/6/2012 gsecadmin

CASE_NUM HOMELESS_SW LANGUAGE_CD UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID ARCHIVE_DT HISTORY_SEQ

100004345 N SP 43 2/8/2012 aspenuser 12/31/2099 453

CASE_NUM HOMELESS_SW LANGUAGE_CD UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID ARCHIVE_DT HISTORY_SEQ AUDIT_DT AUDIT_USER_ID

100004345 Y EN 15 2/1/2012 user01 12/31/2099 333 2/6/2012 gsecadmin

100004345 Y SP 31 2/6/2012 gsecadmin 12/31/2099 365 2/8/2012 aspenuser

UPDATE Operation # 2
DC_CASES - LIVE Table

DC_CASES_A - AUDIT Table

DC_CASES - LIVE Table

INSERT Operation

UPDATE Operation # 1

DC_CASES_A - AUDIT Table

DC_CASES_A - AUDIT Table

No Record

DC_CASES - LIVE Table

 
 

2.3 Type 2 – Temporal History without Gaps 

This table group consists of three physical tables. The base table (suffix_B) has primary key, columns that 
may have foreign key relationships (constraints), and the entity’s period of effectivity stored as 
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EFF_BEGIN_DT and EFF_END_DT. This period will be used for temporal integrity checks with child time 
slices to ensure children are not effective outside the effectivity period of their parent. The other two 
physical tables are an effective table and audit table (suffix _A). Effective tables have the primary key 
columns of the base table and are established as foreign key constraints to the base. Thus the effective 
table has referential integrity with its base. An additional column, HISTORY_SEQ, exists for uniqueness 
in the effective table and is populated by a sequence counter. The effective table also has columns for the 
effectivity period of each row, the EFF_BEGIN_DT and EFF_END_DT, and an indicator of where this row 
lies relative to the effectivity period of other rows from the same entity, HISTORY_NAV_IND. This column 
will contain an “S” if it is the only effective row for the entity. Otherwise, an “F” indicates the row has the 
earliest begin date (thus EFF_BEGIN_DT in eff. table = EFF_BEGIN_DT in the base table), a “P” means 
the row has only previous effective temporal history and is the last row of effective chronological 
information for the entity (thus EFF_END_DT in eff. table = EFF_END_DT in the base table), and a “M” is 
where the row is chronologically somewhere in the middle. This indicator allows the user experience a 
convenient attribute for illuminating buttons for navigating effective temporal history. Audit tables contain 
all the columns of the effective table, and like Type 1, no foreign key constraints exist. The audit table has 
two additional audit columns, again like Type 1, which are explained below. 
 
Type 2 effective tables will have a primary key that consists of the primary key columns of the base table 
along with EFF_BEGIN_DT.  The audit table will have uniqueness across the same primary key as the 
effective table, with the addition of a history sequence number to ensure uniqueness. 
 
A logical insert into Type 2 requires a physical insert into the base table followed by a physical insert into 
the effective table. Presumably, only one slice of temporal history is added at a time, so this would be the 
“S” record. A logical update may have several outcomes depending upon overlap of the update with 
existing temporal history. Any superceded rows must be inserted into the audit table, physically removed 
from the effective table and the new update inserted into effective history. In special cases where only the 
END_DT and perhaps HISTORY_NAV_IND change, an in-place update is allowed without any insertions 
into the audit table. Normal user behavior is to create a new on-going row (a row with an END_DT of 
null). This will cause the previous on-going row to pick up an end date and its HISTORY_NAV_IND 
changed from “P” to “M”. An in-place update is done for this row. Also, a user may just simply end date 
(meaning the end date was changed from a null to a valid end date) the row. The HISTORY_NAV_IND 
would remain a “P” but the END_DT would be updated in place. An audit record will be created using the 
old record if the user changes the end date again thus preserving the audit column values for the 
previous update. A logical delete of the entity results in the removal of all information from the base and 
effective tables and insertion of all previously effective rows into the audit table. 
 
Type 2 table groups require contiguous temporal history with no overlaps. Therefore for a given entity, the 
period defined by effective table EFF_BEGIN_DT and EFF_END_DT cannot overlap chronologically with 
any other rows and cannot have temporal gaps with chronologically sequenced rows. Also, if the Type 2 
table group has a Type 2 parent or child, the child’s total effectivity period cannot exist outside the 
parent’s. A variation to Type 2 is sometimes called Type 3 and allows gaps in time. Gaps can be allowed 
only when the Type 3 table group has no children. The table structure for Type 2 and Type 3 are identical; 
only the behavior is different as described. 
 
Mandatory Columns: 
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CASE_NUM ADDRESS_CITY ADDRESS_STREET UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID HISTORY_SEQ UPDATE_DT UPDATE_USER_ID HIST_NAV_IND EFF_BEG_DT EFF_END_DT ARCHIVE_DT

100004345 LANSING GRAND AVE 15 2/1/2012 user01 333 S 1/15/2012 12/31/2099

CASE_NUM ADDRESS_CITY ADDRESS_STREET UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID HISTORY_SEQ UPDATE_DT UPDATE_USER_ID HIST_NAV_IND EFF_BEG_DT EFF_END_DT ARCHIVE_DT AUDIT_DT AUDIT_USER_DT

CASE_NUM EFF_BEG_DT EFF_END_DT ARCHIVE_DT

100004345 1/15/2012 12/31/2099

CASE_NUM ADDRESS_CITY ADDRESS_STREET UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID HISTORY_SEQ UPDATE_DT UPDATE_USER_ID HIST_NAV_IND EFF_BEG_DT EFF_END_DT ARCHIVE_DT

100004345 LANSING OKEMOS RD 38 2/1/2012 user01 346 2/3/2012 gsecadmin S 1/15/2012 12/31/2099

CASE_NUM ADDRESS_CITY ADDRESS_STREET UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID HISTORY_SEQ UPDATE_DT UPDATE_USER_ID HIST_NAV_IND EFF_BEG_DT EFF_END_DT ARCHIVE_DT AUDIT_DT AUDIT_USER_DT

100004345 LANSING GRAND AVE 15 2/1/2012 user01 333 S 1/15/2012 12/31/2099 2/3/2012 gsecadmin

CASE_NUM EFF_BEG_DT EFF_END_DT ARCHIVE_DT

100004345 1/15/2012 12/31/2099

CASE_NUM ADDRESS_CITY ADDRESS_STREET UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID HISTORY_SEQ UPDATE_DT UPDATE_USER_ID HIST_NAV_IND EFF_BEG_DT EFF_END_DT ARCHIVE_DT

100004345 LANSING OKEMOS RD 45 2/1/2012 user01 380 2/5/2012 aspenadmin F 1/15/2012 2/1/2012 12/31/2099

100004345 OKEMOS MARSH RD 50 2/5/2012 aspenadmin 400 P 2/2/2012 12/31/2099

CASE_NUM ADDRESS_CITY ADDRESS_STREET UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID HISTORY_SEQ UPDATE_DT UPDATE_USER_ID HIST_NAV_IND EFF_BEG_DT EFF_END_DT ARCHIVE_DT AUDIT_DT AUDIT_USER_DT

100004345 LANSING GRAND AVE 15 2/1/2012 user01 333 S 1/15/2012 12/31/2099 2/3/2012 gsecadmin

100004345 LANSING OKEMOS RD 38 2/1/2012 user01 346 2/3/2012 gsecadmin S 1/15/2012 12/31/2099 2/5/2012 aspenadmin

CASE_NUM EFF_BEG_DT EFF_END_DT ARCHIVE_DT

100004345 1/15/2012 12/31/2099

CASE_NUM ADDRESS_CITY ADDRESS_STREET UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID HISTORY_SEQ UPDATE_DT UPDATE_USER_ID HIST_NAV_IND EFF_BEG_DT EFF_END_DT ARCHIVE_DT

100004345 LANSING OKEMOS RD 45 2/1/2012 user01 380 2/5/2012 aspenadmin F 1/15/2012 2/1/2012 12/31/2099

100004345 OKEMOS MARSH RD 55 2/5/2012 aspenadmin 432 2/8/2012 geoadmin M 2/2/2012 2/5/2012 12/31/2099

100004345 HOLT CEDAR ST 58 2/8/2012 geoadmin 446 P 2/6/2012 12/31/2099

CASE_NUM ADDRESS_CITY ADDRESS_STREET UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID HISTORY_SEQ UPDATE_DT UPDATE_USER_ID HIST_NAV_IND EFF_BEG_DT EFF_END_DT ARCHIVE_DT AUDIT_DT AUDIT_USER_DT

100004345 LANSING GRAND AVE 15 2/1/2012 user01 333 S 1/15/2012 12/31/2099 2/3/2012 gsecadmin

100004345 LANSING OKEMOS RD 38 2/1/2012 user01 346 2/3/2012 gsecadmin S 1/15/2012 12/31/2099 2/5/2012 aspenadmin

100004345 OKEMOS MARSH RD 50 2/5/2012 aspenadmin 400 P 2/2/2012 12/31/2099 2/8/2012 geoadmin

CASE_NUM EFF_BEG_DT EFF_END_DT ARCHIVE_DT

100004345 1/15/2012 12/31/2099

CASE_NUM ADDRESS_CITY ADDRESS_STREET UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID HISTORY_SEQ UPDATE_DT UPDATE_USER_ID HIST_NAV_IND EFF_BEG_DT EFF_END_DT ARCHIVE_DT

100004345 LANSING OKEMOS RD 45 2/1/2012 user01 380 2/5/2012 aspenadmin F 1/15/2012 2/1/2012 12/31/2099

100004345 OKEMOS MARSH RD 55 2/5/2012 aspenadmin 432 2/8/2012 geoadmin M 2/2/2012 2/5/2012 12/31/2099

100004345 HOLT CEDAR ST 63 2/8/2012 geoadmin 446 2/10/2012 hrode M 2/6/2012 2/7/2012 12/31/2099

100004345 BRIGHTON PENN ST 78 2/10/2012 hrode 457 P 2/8/2012 12/31/2099

CASE_NUM ADDRESS_CITY ADDRESS_STREET UNIQUE_TRANS_ID CREATE_DT CREATE_USER_ID HISTORY_SEQ UPDATE_DT UPDATE_USER_ID HIST_NAV_IND EFF_BEG_DT EFF_END_DT ARCHIVE_DT AUDIT_DT AUDIT_USER_DT

100004345 LANSING GRAND AVE 15 2/1/2012 user01 333 S 1/15/2012 12/31/2099 2/3/2012 gsecadmin

100004345 LANSING OKEMOS RD 38 2/1/2012 user01 346 2/3/2012 gsecadmin S 1/15/2012 12/31/2099 2/5/2012 aspenadmin

100004345 OKEMOS MARSH RD 50 2/5/2012 aspenadmin 400 P 2/2/2012 12/31/2099 2/8/2012 geoadmin

100004345 HOLT CEDAR ST 58 2/8/2012 geoadmin 446 P 2/6/2012 12/31/2099 2/10/2012 hrode

CASE_NUM EFF_BEG_DT EFF_END_DT ARCHIVE_DT

100004345 1/15/2012 12/31/2099

DC_CASE_ADDRESSES_B - BASE Table

INSERT Operation - on 02/01/2012
DC_CASE_ADDRESSES - LIVE Table

DC_CASE_ADDRESSES_A - AUDIT Table

DC_CASE_ADDRESSES_B - BASE Table

DC_CASE_ADDRESSES_B - BASE Table

DC_CASE_ADDRESSES_A - AUDIT Table

DC_CASE_ADDRESSES_B - BASE Table

No Record

UPDATE Operation # 4 - Address & Cirmustance Change Date (02/08/2012) are changed on 02/10/2012
DC_CASE_ADDRESSES - LIVE Table

DC_CASE_ADDRESSES_A - AUDIT Table

UPDATE Operation # 2 - Address Street/City & Cirmustance Change Date (02/02/2012) are changed on 02/05/2012
DC_CASE_ADDRESSES - LIVE Table

DC_CASE_ADDRESSES_A - AUDIT Table

DC_CASE_ADDRESSES_B - BASE Table

UPDATE Operation # 3 - Address & Cirmustance Change Date (02/06/2012) are changed on 02/08/2012
DC_CASE_ADDRESSES - LIVE Table

UPDATE Operation # 1 - Street Name is changed on 02/03/2012
DC_CASE_ADDRESSES - LIVE Table

DC_CASE_ADDRESSES_A - AUDIT Table

 
 

3. Key Framework Tables 

Below are some of the key tables that drive the framework of ASPEN application: 

 

FW_BUSINESS_RULES 

This table stores the list of business rules executed by the driver when 
leaving a specific page. Information includes the list of pages to be 
added or removed from the driver queue based on the outcome of the 
business rule execution (True or False). 
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FW_DATA_ELEMENT_LIST 

The page element detail table will have all of the elements that reside 
on each JSP. The columns include a field to identify what the elements 
label should be, what the element’s html name should be, whether it is a 
required field, the length of the element, etc… When developing with the 
framework, the developer can include the html name in custom tags and 
all relevant information will be pulled from this table. 

FW_PAGE 
The page detail table identifies the details regarding a specific JSP. It 
contains information like the page id, short title, long title, URL, session 
bean name etc… The page id must be five characters long. 

FW_PAGE_ACTIONS 
The page actions table stores all the actions that can happen in a JSP 
and the corresponding method names in the session bean to invoke.  

FW_PAGE_DATA_ELEMENT_LIST 
This table contains the mapping between a page and all the data 
elements used in that page. This table also includes the field level help. 

SE_BUS_FUNCTION 

This table holds all the security business functions defined in the 
application. These are used to group pages based on their business 
functionality. This is used to give specific access to users based on their 
roles. 

SE_ELEMENT_ASSIGNMENT 
This table stores security at the field element level. Each record stores 
the field, page and business function map.   

SE_FUNCTION_ASSIGNMENTS This table maps the business functions to roles to locations. 

SE_LOCATION_ROLES 
This table maps roles to locations. A role can be in more than one 
location and a location can have more than one role. 

SE_PAGE_ASSIGNMENTS 
This table maps the business functions to pages. This is a link table 
between se_bus_function and fw_page 

SE_ROLE 
This table contains the list of all the roles. Roles are used to restrict the 
user access. 

SE_USER This table holds information about external and internal users. 

SE_USER_ASSIGNMENTS This table contains the list of roles assigned to a user in a location. 

 
 

4. Standards for DB Changes 

Following standards should be considered while changing the DB structure in ASPEN 

▪ Length of table name - max 26 characters 

▪ Use representative table name e.g. ED_ELIGIBILITY  

▪ Prefix table with track tame e.g. ED_ for Eligibility 

▪ Choose right type of table 

▪ Length of column name – max 30 characters 
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▪ Provide primary key for table with NOT NULL 

▪ Provide reference table name for all _CD Columns 

▪ Standard column types should be suffixed with following conventions: 

 

 

5. Schemas in ASPEN DB 

OWNER 
Owns 

Segments? 
How is it used 

BATADM No 
Batch Opererations: used to update Batch 

framework & operations tables. 

BRG_OWNER Yes Owns the core Application objects. 

BRG_SS_STG Yes Owns Self Service application objects. 

BRG_SSA Yes 
Owns IDS SSA objects (used for individual 

search based on Name, DOB etc. 

BRG_SSAQ No 
Read only Query user for BRG_SSA 

objects. 

BRGBAT No 
Application Batch Programs connect 

account. 

BRGBATQ No 
Batch Opererations: used for read only 

queries by developers during Batch 
Window. 



 
  Database - Table 

Types, Schemas and 
Standards 

 

 

Table of Contents Page 12 of 13 New Mexico ASPEN  

April 19, 2012 Database - Table Types, Schemas and Standards  

 

BRGCON No 
Application Online Programs connect 

account. 

BRGCV Yes 
Conversion: Used by modules for Wave (set 
of counties)  Conversion load from legacy. 

BRGCVI Yes 
Conversion: Used by modules for Interimn 

(daily/weekly)  Conversion load from legacy. 

BRGCVP Yes 
Conversion: Used by modules for Interimn 

payroll (daily/weekly)  Conversion load from 
legacy. 

BRGDFX No Used by Datafix scripts. 

BRGMPS No 
Conversion: Provider Data Conversion from 

Legacy. 

BRGMRS_OWNER Yes 

Owns the MRS tables in the Development 
database, where the changes are made by 

the MRS application tool before being 
propogated in the build. 

BRGMRSCON No 
MRS application Connect account for 

making changes to the MRS data before 
being propogated in the build. 

BRGMV Yes 
Owns Reference Tables (Materialized 

Views or Tables). 

BRGQ No 
Read only Query user for Application Tables 

- used by developers in the higer 
environments. 

BRGRQ No 
Reporting User (reads application tables 

and updates reporting tables) 

BRGSIM_OWNER Yes Owns Simulation Tables  

BRGSIMCON No 
Application Online Programs connect 

account for simulation. 

BRGTXN Yes 
Owns the  Application objects that are not 

streamed down to DR database e.g. staging 
tables.. 

CCI Yes Case Copy Tool Update Account 

CCQ No Case Copy User Query Account 

DB_AUDIT Yes 
Database level Audit framework tables for 

logon audit and such. 
 

6. ASPEN Data Management Process 

ASPEN manages baseline data for the application through two processes: Day0 and MRS. The Day0 and 
MRS processes are used to populate an environment with the necessary initial baseline of data as well as 
maintain all reference table / framework data during the life of the environment. Day0 and MRS data is 
categorized by table so that all tables in the ASPEN database fall into one of three categories: Day0, 
MRS, or Transactional. 
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6.1 Day0 Data 

ASPEN defines Day0 data as environment specific data that is loaded once during environment creation. 
Day0 data is prepared and tested in a dedicated environment before being exported into a baseline and 
checked into the ClearCase documentation project. This typically uses sequences and may be populated 
with unpredictable identifiers. As such, once transactional data is inserted based on a Day0 baseline, the 
data cannot be re-imported without breaking relationships with transactional data. 
 

6.2 MRS Data 

ASPEN defines MRS data as non-environment specific reference and framework table data that is 
checked-in to ClearCase and managed like application code. MRS data scripts (.sql files) are managed 
via the DataChangeActivity process and delivered through the ClearCase stream structure just like 
application code (e.g., .java files) managed via the CodeChangeActivity process. 
 
MRS data scripts are written as the table level. This means that each script manages the data for at least 
one table. Each script must delete all data from a table, and any appropriate child tables, and then re-
insert the required data each time it is run. This ensures that the same script can be run in any 
environment at any time so that the same script can be used to setup a new environment or to manage 
incremental changes to an existing environment. 
 

7. ASPEN Simulation DB Instance 

ASPEN system allows the case workers an ability to copy a case from Production online instance to a 
Simlulation online instance. Simulation online instance will be connected to the same database as 
Production but to the SIM_OWNER DB schema instaed of the live production schema. SIM_OWNER 
schema has a duplicate copy of sub-set of ASPEN DB tables. When caseworker ties to sopy a case via 
online to simulation, ASPEN invokes a Database package to copy the case data from the main tables to 
simulation tables. Upon logging on to the simulation online instance, case worker can simulate What IF 
scenarios on the case. Screens in the online simulation instance are Watermarked for differentaion and 
are not connected to any real time interfaces. No batch is scheduled in the simulation environment and 
any actions taken by the case worker on a case while in simulation doesn’t effect the live case data in 
Production.  

 
 


