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1. Introduction 

A 3rd party tool called OpCon will be used to drive ASPEN batch processes. We have configured and 
customized OpCon with features unique to our batch process such as: 
 
➢ Creation of a scheduler, which dynamically builds the daily batch schedule. This schedule takes into 

account pre-defined events (month end, negative action dates, etc.) to confirm that all of the correct 
jobs are scheduled for that day. Just as importantly, it confirms that batch jobs not scheduled to run 
that day are not scheduled to run.  

➢ LSAM scripts across multiple platforms to execute the batch scripts. As these jobs are run, these 
customized scripts use OpCon servers to track and report their statuses.  

➢ Reports to show which jobs have been run, have completed, or have failed.  
➢ Dependency charts allow dependencies between jobs to be defined. These dependencies help to 

define the order in which the jobs run, by ensuring that all prerequisites, defined by both business and 
technical needs, are completed before beginning a job. 

 

2. Opcon Server Topology 

 
One Opcon Server (running on Windows operating system) in ASPEN will be leveraged to run the batch 
schedule for multiple environemnts. Batch servers which run on the Linux based environment communite 
with Opcon server using the LSAM agants.   
 

 

3. Opcon – Technical Components 

 
The setup of Opcon batch scheduling software involves configuring following components: 
 

3.1 Schedule Actvitity Monitor (SAM) 

The Schedule Activity Monitor (SAM) is the component that determines when to submit jobs that have 
been defined in the database. The SAM monitors job dependencies, start times, and so forth to determine 
when a particular job will be executed. The SAM will also carry out user-specified actions based on the 
completion status of jobs. The SAM sends job start information to each LSAM via SMANetCom and then 
requests updates. When the job is complete, the LSAM will respond with the completion status. 
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3.2 Database 

The database is typically located on the same machine as the SAM and supporting services (SAM-SS). 
SMA supports Microsoft SQL Server 2000/2005 with OpCon/xps. The database size is typically between 
thirty (30) and one hundred (100) megabytes. 
 

3.3 Opcon UI 

The User Interface is the primary means of controlling the data used by OpCon/xps. All data accessed by 
the User Interface is contained in the OpCon/xps database 
 

 
Opcon UI – Login and Data source selection screen 
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Opcon UI – Options selection screen 

Job Master Maintenance – View detailed information for every job in every schedule. 
Daily Schedule Maintenance – Build, delete or modify daily schedules. 

Schedule Operations – View the execution of jobs within their respective schedules. 

 
 

3.4 LSAM UNIX Agent 

Local Schedule Activity Monitors (LSAMs) reside on the platform where the jobs are executed. Each 
LSAM is written in the native language of its platform. LSAMs are small, efficient agents that receive 
instructions from SMANetCom and act upon them.  
 

4. Opcon Batch Schdules 

ASPEN and YES-NM’s batch operations are built on a defined set of schedules in Opcon. Each of the 
schedules serve a specific business or technical purpose and contains a list of jobs which can be 
configured to run on a particular frequency e.g daily, weekly, monthly, quarterly, weekends etc. The jobs 
can be dependent on the execution of other jobs or could be scheduled to run at a specific time. 

 

Job Master Maintenance  

Daily Schedule Maintenance  

Schedule Operations  

Exit  
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4.1 Schedule Status Types in Opcon 
 

 

 

 

 

 

 

4.2 Job Status Types in Opcon 
 

Completed All jobs in the schedule have completed and the schedule is closed. 

Hold Schedule is on hold. 

In Process One or more jobs on the schedule have not completed. 

Wait to Start The start time of the schedule has not arrived. 

On Hold The job is suspended from processing. 

Qualifying SAM (Schedule Activity Monitor) is determining status. 

Released The job has been removed from a Held status. 

Wait Job Conflict The job is waiting for the completion of another job. 

Wait Job Dependency The job is waiting for the completion of another job. 

Wait Start Time The job start time has not arrived. 

Wait 
Threshold/Resource 

Dependency 

The job is waiting for a threshold value to be met or for a 
resource to become available. 

Wait Machine The job is waiting for the LSAM to become available. 

Job Running The LSAM has successfully started the job. 
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4.3 Main Job schedules in ASPEN 

 

➢ PRD-PREBATCH – This schedule contains jobs that need to run at the beginning of the batch 
cycle. 
 

➢ PRD-MAINTENANCE – This schedule contains jobs that perform maintenance on the OpCon 
windows server.   

 
➢ PRD-ERRORHANDLING – This schedule contains error handling jobs. 

 
➢ PRD-PAMMANAGER – This schedule contains the jobs that move the receive files from the ftp 

directories to the file system on the 
➢ database servers.   

 
➢ PRD-DYNAMICSCHEDULER – This schedule contains the job that will dynamically build jobs 

into their respective schedules based on a file receive event. 
 

➢ PRD-MASSUPDATES – This schedule contains the jobs that will run eligibility determination for 
Aspen clients. 

 
➢ PRD-BENEFITS  - This schedule contains all the benefit issuance (payroll) and benefit recovery 

(recoupment) jobs. 
 
➢ PRD-INTERFACES – This schedule contains jobs that will process a receive file or create files to 

be sent to trading partners. 
 

➢ PRD-PROVIDER – This schedule contains all the jobs that deal with provider management in 
Aspen. 

 
➢ PRD-ALERTS – This schedule contains all the jobs that create a system or worker alert. 

 
➢ PRD-CORRESPONDENCE – This schedule contains all the jobs that create correspondence and 

ftp the print files to CPC. 
 

➢ PRD-REPORTING – This schedule contains all the jobs that create reports. 
 

➢ PRD-SS-EXPORT – This schedule contains all jobs that will export data to the self service 
database. 

 
➢ PRD-MISC – This schedule contains all jobs that do not fit in any of the other schedules. 

 
➢ PRD-ICV-BIFILES – This schedule contains all the jobs needed to run the Benefit Issuance 

update process. 
 

➢ PRD-POSTBATCH – This schedule contains jobs that need to run at the end of the batch cycle.  
Once this schedule is completed batch is considered complete. 

Cancelled 
The job has been disabled and will not be processed unless 
manually restarted. 

Finished OK The job has completed successfully. 

Marked Finished OK A user placed the job in a Finished OK status. 

Failed The job ended with an error. 

Marked Failed A user placed the job in a Failed status. 
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➢ PRD-MLPAMMANAGER – This schedule contains the jobs that move the receive files from the 

ftp directories to the file system on the database servers.  
 

➢ PRD-MLPROCESS – This schedule contains the jobs that prepare payroll files to be sent. 
 

5. Key Batch Framework Tables in ASPEN 
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6. Batch External File Processing Flow 

 

 

7. Sending File to External Trading Partner 
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