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1 Introduction 

The Technical Architecture Plan document provides explanation of AWS Infrastructure software, and network 
elements associated with ASPEN and serves to create a common understanding of the ASPEN technical architecture.   
This document will be updated to reflect changes in the architecture as described in the approved project plan. 

1.1 Overview 

The ASPEN solution is based on the design, development and deployment of a statewide information technology 
solution. This technology solution, referred to as the ASPEN System, is based on the Deloitte Consulting Core system. 

This plan outlines the architecture of the ASPEN system, a browser-based eligibility application that provides a single 
and integrated service delivery system for eligibility and benefit determination of New Mexico’s cash, medical, food 
and child care assistance programs.  

The ASPEN architecture supports the following general features: 

• Maintainable: The infrastructure is built on a minimum of standard, proven technologies that leverage 

Deloitte’s proven architecture used in other eligibility systems.   

• Flexible and Configurable: An architecture based on open standards that through its n-tier design, isolates 

business rules from data.  The system is adaptable to changing requirements. 

• Scalable:  The infrastructure provides for additional scalability through expandable hardware configurations. 
 

1.2 Purpose 

Architecture refers to the manner in which software is constructed. It specifies the components of the system; what 
interfaces and communication protocols will be used; and how they will interact.  Accordingly, this document will 
describe these aspects of the ASPEN application, including: 

• operating system (OS) environment (logical and physical) 

• software environments 

• network infrastructure 

1.3 Scope and Objectives 

The scope of this Technology Architecture Plan includes a description of the ASPEN solution architecture. This 
includes a description of the AWS Environment, operating system software, and supporting tools. 

The objective of this document is to establish a baseline understanding of ASPEN technology architecture for all 
stakeholders.  As such, the document is intended to be used as a reference, and to facilitate communication related to 
architecture among all stakeholders of ASPEN project, as deemed necessary. 

The technical architecture for the ASPEN solution has been designed to support the functional and technical 
requirements of the project.   

1.4 Roles and Responsibilities 

This section describes the roles and responsibilities pertaining to the ASPEN AWS Environment, software activities for 
ASPEN system setup.  This list will be modified during the update of this deliverable to reflect any additional 
responsibilities 

1.4.1 State Staff 

The State Technical Team responsibilities include: 
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• Review and approve ASPEN technical architecture plan 

1.4.2 ASPEN Technical Team  

The ASPEN Technical Team’s responsibilities include: 

• Create and maintain ASPEN technical architecture plan 

1.5 Assumptions 

The Technical Architecture Plan was developed with the following assumptions: 

• Deloitte team will  have required access to AWS Infrastructure 
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2 NM ASPEN System Architecture 

2.1 ASPEN AWS hosting setup 

2.1.1 Region 

All resources are created in the AWS US-WEST-2 region located in Oregon. 

2.1.2 AWS Accounts 

Following AWS accounts are setup to manage application environments in AWS cloud:  

Account #1: Manage Non-Production environments 

Account #2: Manage Production environment and Shared Services 

2.1.3 Virtual Private Cloud (VPC) 

The cloud architecture leverages a multi-VPC design that enables network isolation of cloud components. Leveraging 
 a multi-VPC design provides numerous benefits, including: 

•  Isolation of workloads for data security 

•  Isolation of workloads for administrative access 

•  Creation of change management domains 

•  Least privilege approach to network security using inter-VPC firewalls 
 

The multi-VPC design creates distinct application VPCs aligned to the ASPEN and YesNM application environments. 
These VPCs are configured to reduce management overhead but groups environments with similar requirements for 
security, uptime, and administrative access. To further enhance the security of the Cloud architecture, all management 
workloads are isolated into a dedicated management VPC. 

AWS Account VPC Security Domain/Applications 

 

 
Production AWS account 

Production VPC Production applications 

Shared/Management VPC Shared Services VPC to include Build 

Servers, Satellite servers, Jenkins build 

server that only is used by ASPEN 

applications 

Non-Production AWS 

account 

Non-Production VPC Non-Production VPC which will host 

non-production applications 

State Network Account N/A Transit Gateway 

Table: Mapping of AWS accounts to VPCs 

 

2.1.4 Availability Zone (AZ) 

An availability zone serves as a discreet AWS data center that is physically independent of all other data centers in the 
region. Regional AZs provides high throughput, low latency, inter-connects that allow applications to be configured 
across data centers for additional resiliency. 

To provide data center resiliency to the ASPEN, YesNM, and ImageNow cloud applications, these applications are 
configured to use two availability zones; us-west-2a (AZ1) and us-west-2b (AZ2) in the US-WEST-2 region. 

Multi-AZ configurations are implemented for the Production application environment. All other application 
environments utilize a single AZ to minimize compute, storage, and licensing costs associated with those 
environments. The management and network environments also utilize a multi-AZ environment as they provide critical 
services to the production application. 
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VPC Region Environment Availability Zones 

Network VPC To be configured on the State’s existing Network account 

Management/Shared VPC us-west-2 PROD us-west-2a 

  PROD us-west-2b 

Non-Prod VPC us-west-2 Patch us-west-2a 

PERF us-west-2a 

DEV/INT us-west-2a 

Test (QAT/UAT) us-west-2a 

Training us-west-2a 

Prod VPC us-west-2 PROD us-west-2a 

PROD us-west-2b 

Table: Mapping of VPCs to Availability Zones 

 

2.1.5 AWS Infrastructure Architecture 

AWS  architecture meets the compliance requirements of MARS-E 2.0 while also allowing NM HSD  to take 
advantage of the flexibility, agility, and business continuity of a public cloud platform. Servers hosted on legacy VBlock 
infrastructure and Oracle Databases hosted on Exadata hardware are migrated to EC2 instances in AWS.  

Attached is the AWS architecture for ASPEN, YesNM and ImageNow applications along with the DR setup approach. 

ASPEN_NM_AWSArc

hitecture.pdf
 

2.1.6 Infrastructure Services 

This section provides details key AWS infrastructure services implemented 

AWS Service Name Service Category Description 

VPC Networking & 

Content Delivery 

A virtual network dedicated to AWS account 

Transit Gateways Networking & 
Content Delivery 

 Transit Gateway (TGW) network transit hub that interconnects 
attachments - VPCs and Site to Site VPN 

Application Load 

Balancer 

Networking & 

Content Delivery 

Distributes incoming application traffic across multiple target 

Web and App Servers (Amazon EC2 instances) 
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AWS Service Name Service Category Description 

  in multiple Availability Zones 

EC2 Compute Compute infrastructure for ASPEN application 

S3 Storage Scalable Object file storage  

EFS Storage Scalable, elastic, fully managed, cloud-native Network File 

System (NFS) for Linux-Based systems 

EBS Storage Block-level storage volume for use with EC2 instances 

FSx Storage Amazon FSx for Windows File Server provides fully managed, 

highly reliable, and scalable file storage that is accessible over 

the industry-standard Server Message Block (SMB) protocol. 

Utilized for hosting Imagenow files. 

S3 Glacier Storage Archival storage for S3 

AWS Backup Storage A fully managed backup solution provided by AWS. AWS 
backup service orchestrates backups of the following 
Gateway specific services: 

 

Amazon EC2, Amazon EBS, and Amazon EFS 

Snowball Storage Physical storage devices to transfer large amounts of data 

between Amazon Simple Storage Service (Amazon S3) and 

onsite data storage location at faster-than- internet speeds.  

Snowball was primarily utilized to transfer data during AWS 

migration. 

Key Management Service 
(KMS) 

Security, Identity & 
Compliance 

Securely Generate & Manage AWS Encryption Keys 

WAF Security, Identity & 

Compliance 

Protect against DDoS attack & Malicious Web Traffic 

CloudWatch Management & 

Governance 

Monitor Resources & Application 

CloudFormation Management & 

Governance 

Create & Manages resources with templates 

CloudTrail Management & 

Governance 

Track User Activity & API usage 

AWS Config Management & 

Governance 

Track Resource Inventory and changes 

System Manager Management & 

Governance 

AWS System Manager is a central place to view and manage 

AWS resources. Primarily used for Operating System Patching 

in AWS 

Identify and Access 

Management (IAM) 

Management & 

Governance 

User Authentication & Access Control  

 

Simple Notification 

Service (SNS) 

Application 

Integration 

SNS Managed message topic for events and alerts 

Table: AWS Services 
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2.1.7 Virtual Network 

2.1.7.1 VPC Connectivity and Security 

To enable efficient management of resources aligned with security considerations, VPC Security Groups and Subnets 
are used to manage traffic and govern user access across application environments. This section illustrates setup of 
VPC, Subnets, and Security groups across Production, non-production, and Shared services. Application components 
in a production VPC are distributed across the following Subnet groups: 

Subnet Description Security Domain 

TGA Subnet • Route tables for transit gateways 

WEB Subnet • Load Balancers and External facing services 

App Subnet • Internal application components like application servers, COTS products like IIR, 

HP Exstream, Crystal Reports, and Batch servers 

Data Subnet • Databases used to store data for underlying production environment and 

COTS components 

  Table: Subnets configured for Production environment 

 

Following graphic illustrates setup of Production environment: 

 

Figure: VPC, Subnets, and Security Groups for Production environments 

 

Application components in a non-production VPC are distributed across the following Subnet groups: 

Subnet Description Security Domain 

TGA Subnet • Route tables for transit gateways 

WEB Subnet • Load Balancers and External facing services 

App Subnet • Internal application components like application servers, 

COTS products like IIR, HP Exstream, Crystal Reports, and Batch 

servers 

Data Subnet • Databases used to store data for underlying non-production 
environments and corresponding COTS components. 

• Databases in non-production environments are further 
grouped into two different subnets: 



 
Technical Plan - Technical Architecture Plan Deliverable A4 

 

Table of Contents 
May 12, 2022 

Page 12 of 45 New Mexico ASPEN  
Deliverable A4_Technical Architecture Plan_v3.0 

 

• Data Subnet: Database for non-production environments that do 
not contain production and UAT Personally Identifiable 
Information (PII) data set 

• Data PII Subnet: Database for non-production environments 
that do contains production and UAT 

• Personally Identifiable Information (PII) data set 

   Table: Subnets configured for non-production environments 

 

Following graphic illustrates VPC, Subnets, and Security Groups for Non-Production environments: 

   Figure: VPC, Subnets, and Security Groups for Non-Production environments 
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Following graphic illustrates VPC, Subnets, and Security Groups for Shared Services: 

 

Figure: VPC, Subnets, and Security Groups for shared services 

 

2.1.7.2 Route Tables 

Subnets in the Production and Non-Production VPC are associated with a custom route table for 
routing the traffic. 

2.1.7.3 Transit Gateway 

Enterprise Transit Gateway is leveraged in State’s Network account which is used for all NMHSD 
AWS applications accessing other VPCs and on-premise environments.
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2.2  Technical Architecture   

2.2.1 Application Architecture 

2.2.1.1 n-Tier Architecture 

The architecture for the ASPEN system is an n-Tier architecture. This design minimizes the impact on system 
maintenance, cost, and personnel and allows for the separation of specific application responsibilities across several 
logical and physical tiers. This architecture is comprehensive, in that it supports the full complement of ASPEN 
functions in a unified and tightly-integrated environment with the horsepower required to meet the State’s capacity and 
scalability requirements. It is stable, as it makes use of  AWS Environment and mature software tools such as 
WebSphere and Oracle DBMS. The architecture is flexible since it takes full advantage of an n-tier design in a 
distributed systems environment. It is a scalable architecture that makes use of  clustering and load balancing to 
support throughput without changing pieces of application code. By implementing products that have demonstrated 
track records of smooth interoperability and integration, and by deploying components of the ASPEN system on a 
common virtualization and operating system platform, the implementation and maintenance of the ASPEN system is 
simplified. 

2.2.1.2 Logical Architecture View 

The architecture of the ASPEN system is an n-tier design that separates the application into tiers or layers that are 
architecturally independent of the other. The ASPEN system consists of a presentation tier, business logic tier and a 
persistence tier which communicate using the messaging and integration services.  Logical Architecture

Business Tier
•Execution of business logic

•Complex processing for case management, eligibility 
and the data exchange

•Able to grow without impacting other tiers

•Leverages commercial off the shelf products (COTS)

Persistence (Database) Tier
•Data are read, updated and processed

•Mass updates and deletions
•Oracle databases

•Interfaces to Legacy systems including batch 

processing

Presentation (Web) Tier
•End User interface

•Information capture
•Passes information to the Business layer for processing

•Web based interface

 
                                   Figure:  Logical Architecture 

2.2.1.3 Presentation (Web) Tier   

Also known as the Web tier, or presentation layer, this governs what the user sees at their workstation. An HTTP 
server hosts the display interface. The Web tier for ASPEN is specifically developed to capture information, not 
process it. It allows information to pass through it to the Business Tier, or application layer, where multiple processor 
stacks route the data and link to data.    

2.2.1.4 Business Tier 

The Business Tier is the layer where business logic is run. The complex processing for case management, eligibility 
and the consequential data exchange among the components of the service and external systems is performed within 
the Business Tier.  
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This layer is the most critical to the solution and is broken apart from the Web tier to allow the State to grow the 
application component of the solution as needed without interfering with, or having to rebuild, the front end—the Web 
tier.  

Developer tools, such as myEclipse, Corticon Rules Modeler in combination with J2EE executing on IBM WebSphere 
Application Server provide ready-to-use application components that would otherwise have to be custom built for 
integration. Isolation and integration are key elements of the overall solution.  

2.2.1.5 Persistence (Database) Tier 

The first two layers of the solution act like separate components of the overall solution that enable specific activities to 
occur before allowing the User to access the database where sensitive data resides. The Database Tier is designed to 
provide the State added security.  It will use port 1521 (or a configurable port) for Oracle or as defined by the technical 
requirements.  Roles providing access to the application are built into the ASPEN system. 

The database environment, where data is read, updated and processed according to the business rules configured for 
operations, is accessed after a series of approvals and processing functions occur within the previous two layers of 
the system. Stored procedures and triggers within the Database Tier enable mass updates, deletes and other 
operations to occur quickly within this layer.  These are defined as a component of the application logic.  The Oracle 
database component is necessary to provide the premium processing capabilities required by the State. 

2.2.1.6 Messaging and Integration Services Tier 

The Messaging and Integration services Tier supports the interactions between the clients and the servers and 
includes messaging, transaction, security, synchronization, queuing, event, inter/intra application communications, and 
resource management services. It allows for increased flexibility and adaptability and also provides for easier 
integration between the application and legacy systems 

 

FAST4J Framework – Technical Architecture. 
 FAST4J Framework is built on Java EE Model-View-Controller pattern. Our common application framework enables reuse of common components, repeatable system 
management techniques, and enforcement of standard development practices. 

 

 

Java
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2.2.2 Framework Design 

2.2.2.1 FAST4J Framework Foundation using Java EE Platform  

FAST4J is based on the architecture and framework principles described above, but built specifically for the Java 
technology platform. FAST4J is a mature and hardened, yet flexible framework that provides expanded, reusable 
services from many Deloitte engagements. It is built on the Java Enterprise Edition (Java EE) specification and follows 
industry best practice design patterns that improve performance and supportability. FAST4J is also a productivity tool 
that reduces the Java learning curve and speeds application delivery. 

Its adaptability enables using newer and emerging presentation tier frameworks such as STRUTS, JSF  
(Java Server Faces), and portal technologies as well. The framework’s persistence architecture is designed on the 
data access object (DAO) pattern, and supports integration with JPA and virtually any object/relational (O/R) mapping 
provider. 

FAST4J is componentized into several units based on the layered modeling approach. These modules include 
FAST4J Persistence, FAST4J Presentation, FAST4J Service, and FAST4J Core. The core package provides the 
common sets of objects that are used by the other units. The business-specific functionality is then built upon these 
four units. 

The following figure represents organization of the FAST4J framework and following sections describe various 
component groups of the FAST4J framework. 

 

 

FAST4J Framework. 
An open standards architecture framework as ASPEN architecture foundation.  

FAST4J Core. The Core module is the foundation of the applications built on FAST4J. It contains the set of common 
components and services that are shared between the other three FAST4J Units, as well as the custom 
implementation code created for specific projects. 

Components of Fast4J Core; an Open Standards Platform for ASPEN 

Domain Object Framework. The set of base classes and interfaces used to define the application domain model for the 
application. This includes implementations of objects that enforce proper implementation of validation and identification in 
the system. 

NM_ISD2R-1104

Java
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Components of Fast4J Core; an Open Standards Platform for ASPEN 

Population, Conversion, and Mapping. Due to the layered nature of Java application design best practices, many 
custom applications have large portions of code dedicated to marshalling data between objects used in the different 

application tiers.  
FAST4J is able to discard a large quantity of this code by providing the Population, Conversion, and Mapping capabilities 
that allow data to be transferred between objects in the various application layers. 

Configuration Framework. Gives flexible, generic capabilities around application configuration and provision of 
environment-specific data to different components of FAST4J. 

Command Framework. Provides facilities for componentizing different business operations and building complex, 
composite services from simple operations. Is used heavily by the Persistence Unit to implement transaction control.  

Reference Data. FAST4J provides services for loading, caching, storage, and retrieval of semi-static reference data. 

Common Business Objects. The framework comes with sets of predefined objects necessary for common business 
operations. Examples would include objects for representing monetary values, social security numbers, credit cards, etc. 
These objects come defined with their behavior and validations already implemented. 

Reporting. Almost any application requires report generation capabilities. FAST4J provides the ability to easily integrate 
with various 3rd-party reporting solutions, including our proposed SAP Crystal Solution. 

                 Table: Components of Fast4J core 

 

FAST4J Persistence. Almost every custom application needs efficient, scalable persistence architecture for storing 

and retrieving data from various data stores. It provides a robust, established data access architecture that allows 

project teams to build out applications with full-featured Data Access Objects,  

as well as ad hoc SQL, using the latest Object-Relational (O/R) mapping standards. 

Components of Fast4J Persistence; Incorporated within ASPEN 

DAOs. Provide a simple, yet powerful model for implementing persistence operations in your application. These fully 
encapsulate the persistence operations, and can support both EJB and 3rd party O/R Mapping tools such as JPA, 
Hibernate and, Toplink. 

Ad Hoc Query. In addition to the DAO model, most projects require Ad hoc query support for some persistence 
operations that are unrelated to instances of application domain objects. FAST4J DAO model provides efficient ad hoc 
query capabilities that fully encapsulate the data access details from the consumer. 

Caching and Transactions. The persistence architecture works seamlessly with the caching and transaction 
management capabilities of different O/R persistence providers. 

Memory-Sensitive Caching. The persistence component provides facilities to selectively cache certain types of data.  
This caching mechanism will automatically release it cache when system resources become scarce so the caching will 
not negatively impact scalability. 

Integrates Seamlessly with EJB. While the framework is not reliant upon EJB, the persistence architecture works very 
well in EJB environments, and can leverage external containers services such as transaction management and remoting.  

                  Table: Components of Fast4J Persistence 

FAST4J Service. Service-Oriented Architecture has become a standard paradigm for modern application 

development. The FAST4J Service component provides capabilities for quickly implementing such applications. 

Deloitte will use FAST4J as the foundation for the SOA architecture for the ASPEN solution. This provides you with 

the broadest set of reusable and production-proven enterprise Social Services SOA services.  

Components of Fast4J Service; Pre-Assembled with ASPEN 

Service Factories. FAST4J provides a standard mechanism for retrieving service objects, promoting a loose coupling 
between the service and consumer. 

Service Objects. Standard base objects are provided for easy implementation of service endpoints. 
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                  Table: Components FAST4J Service 

FAST4J Presentation. The presentation layer is a critical component of most applications. FAST4J contains several 

components and tools for facilitating efficient presentation-tier development. 

Components of Fast4J Presentation; Incorporated within ASPEN 

Pagination. Advanced collection types are provided that allow developers to easily implement paged views of data.  

Sorting. The framework contains objects that can be used to arbitrarily sort complex, composed object structures in a 
flexible and dynamic fashion. 

Object Rendering. Several objects are provided that allow the user to easily render complex object structures. The 
developer also has the ability to update the labeling and formatting of these objects in a configurable manner.  

Session Management. In thin-client applications, managing session state is a critical task. The Presentation component 
provides tools and utilities for effectively tracking and managing session state. 

 

                   Table: Fast4J Presentation 

2.2.3 Security Architecture 

Key security design components for implementation of technical security and privacy controls aligned with CMS 
MARS-E 2.0, are detailed in the following sections  

• User Authentication & Access Control - Security is built into every component in every layer of the system, 
not just at system entry points.   ASPEN’s security model implements  multiple user access levels depending 
on worker role, location, and function. The security model will limit access to information depending on the role 
of a worker, which will provide efficient and secure access control to sensitive information.  AWS Identify and 
Access Management (IAM) service is leveraged for authentication and access control for AWS infrastructure 

• Audit & Transaction Logging - ASPEN’s Framework provides an enhanced history persistence layer that 
allows capturing time-limited data, and captures audit history for records in the database as an auditing 
mechanism required by the Procuring Agency to track specific transactions performed by a user.  

 

ISD2R Pages

Read/Write Access

Business 
Functions

Roles

Locations

Users
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2.2.3.1 Encryption in Transit 

The application ensures all interfaces are encoded to protect all data being exchanged with outside entities. 
Communication and messages exchanged, whether with systems or system users are secured. ASPEN has industry 
standard TLS 1.2  with 256 bit encryption. This is accomplished by using the encryption provided by the AWS 
Application Load Balancer (ALB). The ALB is configured to redirecting HTTP traffic to HTTPS. This allows for 
converting pages accessed using HTTP protocol into HTTPS without having to explicitly key in the secure protocol 
prefix (HTTPS). All the files exchanged from ASPEN with the external trading partners are done using either the SFTP 
(Secured Transfer Protocol) or HTTPS protocol via HSD’s Secure Transport Server. Encryption keys are managed 
using AWS Key Management Service (KMS).  

2.2.3.2 Encryption at Rest 

Encrypting data at rest is critical for regulatory compliance to ensure that sensitive data saved on disks are not 
readable by any user or application without a valid key. Server-side encryption is implemented for all data stored at 
rest (EFS, FSX, EBS, S3). The images scanned in the EDM solution (ImageNow) are protected at rest leveraging 
AWS FSx encryption. 

2.2.3.3 LDAP Security 

Security is implemented with integration with State’s existing Active Directory for internal clients. All requests are 
routed through AWS Application Load Balancer (ALB), which directs the traffic to respective serves for authentication. 
Refer to AWS Architecture Diagram noted in section 2.1.6. 
 
Internal clients are defined as users of the system who access ASPEN through the State network.  These are typically 
state employees. External users are defined as users of the system who access YES-NM through public internet 
(Which is out of scope of this document).  

2.2.3.4 Firewall 

AWS Network Firewall is managed by state which secures all traffic coming in and out of the core ASPEN 
infrastructure.  
 

2.2.3.5 MITA and CMS Compliance 

ASPEN software architecture is multi-tiered, service oriented and Web-based. It further provides key capabilities that 
are critical for social services applications, such as case management,  
task management, appointments, notices, identity resolution, address validation and legacy integration  
and interfaces. The software implementation is enabled through the Java programming language and  
class libraries, such as portlets, Enterprise Java Beans, along with those related to XML, messaging, and Web 
Services. Our object-oriented approach facilitates the extensibility and longevity of ASPEN.  

The following list of sections discuss the overall CMS architecture guidance focusing in key areas around system 
integration, SOA, isolation of business rules, security and privacy, efficient and scalable infrastructure, transparency, 
accountability and evaluation, and system performance. 

CMS Architecture 

Guidance Sections 

Compliance with the architecture guidelines 

System Integration • Use of an integration layer that separates the data and isolates integration 
complexities from business logic and the actual data repositories. 

Service-Oriented Architecture • Use of a solution framework architecture that expands on the widely 
accepted n-tier approach to provide additional flexibility, 
is in line with industry recommendations for large-scale 
application development and provides the most extensible solution 
available. 

Isolation of Business Rules • Use of industry standard business rules management software 

that stores and manages rules separately from the application. 
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          Table: Compliance with CMS Architecture Guidance 

 

Security and Privacy • Use of AWS IAM policies and principles of least access privileges to 
safeguard access to the cloud infrastructure. Reusing fine grained 
access controls within ASPEN and YesNM applications to 

restrict user access to application functionality. 

Efficient and Scalable 
Infrastructure 

• Use of AWS cloud platform that provides a highly available and 

scalable infrastructure with virtually unlimited infrastructure 

capacity/storage and that can be elastically scaled-in/scaled-out to meet 

future state capabilities. 

Transparency, 

Accountability and 

Evaluation 

• Use of existing reporting service capabilities through its 

Technical Services Layer that enables on demand report 

generation and AWS native services. 

 

System Performance • Use of a high available and responsive cloud infrastructure platform 

that is implemented and proven in production for multiple enterprise 

applications across commercial and public sector. 
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2.2.4 Infrastructure Threat Detection 

Following services are utilized, which are managed by HSD 

• Antivirus – Symantec Endpoint Protection is leveraged for host-based antivirus in the 
AWS environment. 

• Vulnerability Scanning – Nessus tool is leveraged for vulnerability scanning 

• Threat Detection Service – Amazon GuardDuty for continuously monitoring for 
malicious activity and unauthorized behavior to protect AWS accounts, workloads, and 
data stored in AWS S3.  

 

2.2.5 Desktop Environment 

The User Interface layer for the ASPEN is designed using lightweight HTML pages. The pages are 
constructed using standard HTML widgets, Cascading Style Sheets (CSS), and JavaScript. These pages 
are served over the network to the web browsers running on the client desktop. 

2.2.5.1 ASPEN Caseworker desktop 

Hardware Specification 

Processor 2 GHz 

Memory (RAM) 8 GB 

  Table: Caseworker desktop 

 

2.2.5.2 Development Desktop Environment 

Hardware Specification 

Processor Intel® Core™ i7-10610U Processor 

Operating Sysetm Windows® 10 Enterprise 

Memory (RAM) 16GB DDR4 (2 DIMM) 

Display – 2 Monitor 15.6-inch diagonal LED-backlit HD anti-glare 

   Table: Development Desktop Environment 
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2.3 Software Architecture   

2.3.1 End to End ASPEN Environment 

Below is the representation of software deployment in the ASPEN Production environment 

 

Figure: ASPEN software deployment 

 

2.3.2 Operating Systems 

Operating System Purpose 

Red Hat LINUX Host Web server, Application Server, Messaging Server, Informatica Server, Batch Server and 
Database Servers 

Windows Hosts OPUS Document generation tool, ImageNow, Opcon 

Table: Operating Systems 

 

2.3.3 COTS Products 

Please refer to Appendices O for COTS products and versions. 

2.3.4 COTS Integration Details 

Please refer to Appendices B to R to get detailed information on the COTS products integration with 
ASPEN 

. 
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3 Software Tools 

Please refer to Appendix O for Software Tools and versions (e.g. Development Tools, Testing Tools etc.) 
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4 Infrastructure Monitoring and Management 

Infrastructure is the most important for the behavior of the application and database; we use a robust 
process for the infrastructure monitoring, management, investigation and resolutions. 
 

 
Figure: Infrastructure Monitoring and Management 

4.1 Logging and Monitoring 

Following are the tools are used for application, infrastructure, and network monitoring: 
Tools Description 

Nimsoft • Monitoring of cloud infrastructure, with customized dashboards 

and alerts 

Oracle Enterprise Monitoring 
(OEM) & AWR reports 

• Oracle Enterprise Manager: Since the database is the heart of 

the system and infrastructure, it is very critical that Database 

Administrators (DBAs) use a robust database monitoring tool 

that provides rich built-in features and covers various aspects 

of database activities. We will use OEM to provide information 

on database memory, processor and disk utilization, and query 

processing time and efficiency. 

• Automatic Workload Repository (AWR): The Automatic 
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Workload Repository collects, processes, and maintains 

performance statistics for problem detection and self-tuning 

purposes. This data is both in memory and stored in the 

database. The gathered data can be displayed in both reports 

and views 

 

Native AWS services • Native AWS services such as AWS CloudWatch, 

CloudTrail, and AWS Config are used for audit and 

monitoring of AWS infrastructure 

Application audit logging • Application audit logging process follows the existing approach 
of using ASPEN’s Framework that provides an enhanced 
history persistence layer to capture time- limited data, and 
audit history for records in the database as an auditing 
mechanism required by the Procuring Agency to track specific 
transactions 

performed by a user 

Log Aggregation and Archiving • Logs will be aggregated and archived via AWS S3 and 

AWS Glacier. 

Table : Logging and monitoring tools 

4.2 Back Up and Restore 

The following tools are used for back up and restore of key components of ASPEN. 

Tools Description 

RMAN • Recovery Manager (RMAN): Recovery Manager is fully integrated 
with the Oracle database to perform a range of backup and 
recovery activities, including maintaining an RMAN repository of 
historical data about backups. You can access RMAN through the 
command line or through Oracle Enterprise Manager. 

AWS Backup • Managed service from AWS which is leveraged to backup AWS 
and restore Infrastructure (EC2, EBS, EFS, FSx) 

Table: Backup and Restore Tools 

 

Attached document details the backup infrastructure 

NMS-Backup_Prod.p

df
 

Figure: Backup Infrastructure 

4.3 Disaster Recovery Strategy 

As depicted in Infrastructure Architecture in section 2.1.5 and Backup Infrastructure in section 4.2, the 
Disaster Recovery for the ASPEN system is based on the design that in the event of a complete disaster 
of production environment hosted on AZ1 (us-west-2a), resources are provisioned to Disaster Recovery 
environment AZ2 (us-west-2b), aligning with the RTO and RPO requirements 



 
Technical Plan - Technical Architecture Plan Deliverable A4 

 

  

Infrastructure Monitoring and Management 
May 12, 2022 

Page 26 of 45 New Mexico ASPEN  
 Deliverable A4_TechnicalArchitecture Plan_v3.0 

  

 

 
 

4.3.1 Servers 

Latest backups of Instances using AWS Backup service for application servers and Commercial Off The 
Shelf (COTS) products will be used to bring up environment in AZ2 (us-west-2b) during failure of primary 
availability zone AZ1 (us-west-2a).  

4.3.2 Databases 

Production Databases are  kept in sync between primary availability zone AZ1 (us-west-2a) and Disaster 
Recovery (DR) Availability Zone AZ2 (us-west-2b) using Oracle Active Data Guard in active-passive 
mode. This ensures full replica production databases that is ready for failover in the event of disaster. 

4.4 Patch Management and Upgrades 

Patches are applied and validated in Non-Production environment and then promoted to Production. The 
maintenance activity for applying the patch to the Production environment is discussed and approved in 
the ASPEN Change Control Board meetings 

RHEL and Windows: These patches released by the vendor are applied based on the patching calendar 
aligned with sprint cycle. Patches are deployed using AWS Systems Manager. Any critical patches are 
applied sooner as discussed and approved by CCB. 

Oracle Database Patches: These bundle patches (Oracle Grid and Database patches) released by the 
vendor are applied quarterly. Any critical patches are applied sooner as discussed and approved in the 
CCB. 

COTS products: Our team reviews the COTS vendor support webiste, available Email alerts, RSS feeds 
to update the asset tracker with latest version and Patch releases available for various COTS.The Asset 
tracker report is reviewed and patches are prioritized collobratively by Deloitte and HSD Management 
during the biweely Asset tracker meeting hosted by the Deloitte team.   
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Appendix A - Deliverable Submission, Review and Approval 

Deloitte Consulting LLP will prepare the Technical Architecture Plan and submit to the State for final 
review and approval as shown in the chart below:    

 

Final Reviewers Approvers 

Sean Curry Sean Curry 

 

The deliverable is due for submission as per the approved Project Schedule.  A response is requested 
within the timeframe stated in the Contract.  The deliverable will be: 

− Approved without comment 

− Approved with comments 

− Returned with Revisions Requested - The State will provide consolidated written comments 
which describe in reasonable detail the deficiencies for which corrective actions or changes are 
to be made by Deloitte Consulting.  If revisions are requested, Deloitte Consulting will have 5 
business days to complete corrective actions or changes.  Deloitte Consulting will provide, via 
official correspondence, a response to each State comment for the deliverable.  See table below 
for the template to be used to communicate both consolidated comments by the State and 
Deloitte Consulting response.  
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Appendix B – FAST4J Online 

 

Please refer to the supplement document – ‘Deliverable A4_Technical Architecture Plan-Appendix B 
FAST4J Online_v1.1.doc’ for the content. 
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Appendix C – FAST4J Batch 

Please refer to the supplement document – ‘Deliverable A4_Technical Architecture Plan-Appendix C 
FAST4J Batch_v1.0.doc’ for the content. 
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Appendix D – FAST4J Tools 

Please refer to the supplement document – ‘Deliverable A4_Technical Architecture Plan-Appendix D 
FAST4J Tools_v1.0.doc’ for the content. 
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ppendix E – VMWare Design 

This is no longer relevant as infrastructure is migrated to AWS Cloud. 
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Appendix F – YES-NM Integration 

Under the scope of HSD-ITD 
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Appendix G – Reporting Architecture 

Please refer to the supplement document – ‘Deliverable A4_Technical Architecture Plan-Appendix G 
Reporting Architecture_v1.0.doc’ for the content. 
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Appendix I – ImageNow Integration 

Please refer to the supplement document – ‘Deliverable A4_Technical Architecture Plan-Appendix I 
ImageNow Integration_v1.2.doc’ for the content. 
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Appendix J – Corticon Integration 

Please refer to the supplement document – ‘Deliverable A4_Technical Architecture Plan-Appendix J 
Corticon Integration_v1.0.doc’ for the content. 
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Appendix K – ESB Architecture 

Not applicable for ASPEN 
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Appendix L – Opcon Integration 

Please refer to the supplement document – ‘Deliverable A4_Technical Architecture Plan-Appendix L 
Opcon Integration_v1.0.doc’ for the content. 
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Appendix M – Address Validation 

Please refer to the supplement document – ‘Deliverable A4_Technical Architecture Plan-Appendix M 
Address Validation_v1.0.doc’ for the content. 
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Appendix N – IIR Architecture 

Please refer to the supplement document – ‘Deliverable A4_Technical Architecture Plan-Appendix N 
IIR Architecture_v1.0.doc’ for the content. 
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Appendix O – ASPEN COTS Versions 

Please refer to the supplement document – ‘Deliverable A4_Technical Architecture Plan-Appendix O 
ASPEN COTS Versions_v1.3.xlsx’ for the content. 

 



 
Technical Plan - Technical Architecture Plan Deliverable A4 

 

  

Appendix P – Correspondence Architecture 
May 12, 2022 

Page 41 of 45 New Mexico ASPEN  
 Deliverable A4_TechnicalArchitecture Plan_v3.0 

  

 

Appendix P – Correspondence Architecture 

Please refer to the supplement document – ‘Deliverable A4_Technical Architecture Plan-Appendix P 
Correspondence Architecture_v1.1.doc’ for the content. 
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Appendix Q – Database - Table Types, Schemas and Standards 

Please refer to the supplement document – ‘Deliverable A4_Technical Architecture Plan-Appendix Q 
Database - Table Types, Schemas and Standards_v1.0.doc’ for the content. 
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Appendix R – Java Standards and Guidelines 

Please refer to the supplement document – ‘Deliverable A4_Technical Architecture Plan-Appendix R 
Java Standards and Guidelines v2 2.doc’ for the content. 
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Appendix S – O/S Hardening Standards 

Please refer to the supplement document – ‘Deliverable A4_Technical Architecture Plan-Appendix S 
OS Hardening Standards v1.3.doc’ for the content. 
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Appendix T – SBM Integration 

Not applicable for ASPEN 

 

 

 

 

 

 

 

 


